STATE:

PLAN:
DO:

CONCLUDE:

Confidence intervals (Cls)

What parameter do you want to estimate, and at what

confidence level?

Choose the appropriate inference method. Check conditions.

If the conditions are met, perform calculations.

Interpret your interval in the context of the problem.

Significance tests

What hypotheses do you want to test, and at what significance

level? Define any parameters you use.

Choose the appropriate inference method. Check conditions.

If the conditions are met, perform calculations.

- Compute the test statistic.
« Find the P-value.

)

Make a decision about the hypotheses in the context of 'the problem.

Cl: statistic * (critical value)-(standard deviation of statistic) —’

Standardized test statistic =

statistic — parameter
standard deviation of statistic

Proportions

Random Data from a random sample or randomized
One-sample zinterval for p experiment ‘
1-PropZint] © 10%: n = 0.10N if sampling without
Interval ( :;( 1 )_ . Rl pling
px 2z "—HE‘ Large Counts At least 10 successes and failures; that
1 is, np = 10 and n(1 — p) = 10
One-sample z test for p Random Data from a random sample or randomized
(1-PropZTest) experiment
Test P— Do o 10%: n=< 0.10N if sampling without
z= —po\/’z_:';.; replacement
n Large Counts np; = 10 and n(1 — ) =10
Random Data from independent random samples or
randomized experiment
Two-sample zinterval for py — p, 0 10%: n, < 0.10N, and 1, = 0.100, if
(2-PropZInt) sampling without replacement
Interval = " - _ Large Counts At least 10 successes and failures in
(B — ) = 2* \/;"(1 —n Po1 = P2) | poth samples/groups; that is,
B B mpy = 10, m(1 — py) = 10,
Py = 10, m(1 — ) = 10
) Two-sample ztest for py — P Random Data from independent random samples or
(2-PropZTest) randomized experiment
(b — B) — 0 o 10%: m =< 0.10N; and m, < 0.10N; if
== = = = sampling without replacement
Test P_cﬁT:Ecl + P‘“—n:p—a Large Counts At least 10 successes and failures in
where both samples/gjroups; that is, )
_ fotal successes X1+ X mpy = 10, m(1 — p) =10,
Pe = otal sample size T m+ Moy = 10, (1 — Pp) = 10

—
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Name of procedure
(Tl Calculator function)
Formula

Conditions

One-sample t interval for

Random Data from a random sample or randomized experiment
© 10%: n = 0.10N if sampling without replacement

Interval (Tinterval)
niervd Normal/Large Sample Population distribution Normal or large
X+t i withdf = n — 1 sample (7 = 30); no strong skewness or outliers if 7 << 30 and
1 Vn population distribution has unknown shape
(or paired ) i
data) One-sample ¢ test for s Random Data from a random sample or randomized experiment
(T-Test) o 10%: n = 0.10N if sampling without replacement
Test fm X — i with of = 1 — 1 Normal/Large Sample Poputation distribution Normal or large
Sy sample (n = 30); no strong skewness or outliers if 7 << 30 and
n population distribution has unknown shape
5 . Random Data from independent random samples or randomized
T Two-sample ¢ interval for po; — o et
Means (2-SampTint) experimen
-3 0 10%: ny = 010N, and i, = 0.10A, if sampling without
Interval (X, —X,) = r*\/ i + 52 replacement
moom
t : Normal/Large Sample Population distributions Normal or large
df Trom technology or samples (n, = 30 and i, = 30); no strong skewness or outliers if
min(m — 1, — 1) sample size < 30 and population distribution has unknown shape
2
Two-sample ¢ test for iy — po Random Data from independent random samples or randomized
(2-SampTTest) experiment
= x0) = (= o) © 10%: m = 0.10#, and n, = 0.10N, if sampling without
Test B 7 . 3 replacement
m o Normal/Large Sample Population distributions Normal or large
df from technology or samples (m, = 30 and n, = 30); no strong skewness or outliers if
min(m, — 1,m, — 1) sample size << 30 and population distribution has unknown shape
Chi-square test for goodness of fit Random Data from a random sample or randomized experiment
(“GOF-Test) © 10%: n =< 0.10N if sampling without replacement
1 Test =5 (observed — expected)® Large Counts All expected counts at least 5
Distribution - expected
of with df = number of categories — 1
categorical Chi-square test for homogeneity Random Data from independent random samples or random-
variables (x*-Test) ized experiment
2ormore | Test , _ « (observed — expected)?® © 10%: m = 0.10M, n, = 0.10Ab, and so on if sampling
X T expected without replacement
df = (# of rows — 1)(# of columns — 1) Large Counts All expected counts at least 5
Chi-square test for independence Random Data from a random sample or randomized experiment
Relationship (x*-Test) © 10%: n = 0.10N if sampling without replacement
between 2
Test = 2
categorical 1 es 2= _(ihsewgd M Large Counts All expected counts at least 5
variables expected
df = (# of rows — 1)(# of columns — 1)
One-sample tinterval for 5 Linear Relationship between the variables is linear
Interval (LinRegTInt) Independent observations; check the 710% condition if sam-
Relationship e b + t*(SEy) pling without replacement.
between 2 withdi=n—2 Normal Responses vary Normally around regression line for all
antitative 1 iy
variables One-sample ttest for /3 EEs
) Equal SD around regression line for all x-values
(slope) (LinRegTTest)
Test T Random Data from a random sample or randomized experiment

t= i =
SE, withdf = n— 2




